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Abstract—This paper explores the interplay between surveil-

lance cameras (cameras affixed to large-entities such as buildings) and sousveillance cameras (cameras affixed to small entities such as individual people), laying contextual groundwork for the social implications of Augmented/Augmediated Reality, Digital Eye Glass, and the wearable camera as a vision and visual memory aid in everyday life.

We now live in a society in which we have both “the few watching the many” (surveillance), AND “the many watching the few” (sousveillance). Widespread sousveillance will cause a transition from our one-sided surveillance society back to a situation akin to olden times when the sheriff could see what everyone was doing AND everyone could see what the sheriff was doing. We name this neutral form of watching “veillance” — from the French word “veiller” which means “to watch”. Veillance is a broad concept that includes both surveillance (oversight) and sousveillance (undersight), as well as dataveillance, uberveillance, etc..

It follows that: (1) sousveillance (undersight) is necessary to a healthy, fair, and balanced society whenever surveillance (oversight) is already being used; and (2) sousveillance has numerous moral, ethical, socioeconomic, humanistic/humanitarian, and practical justifications that will guarantee its widespread adoption, despite opposing sociopolitical forces.

I. WEARABLE COMPUTING AND AUGMENTED REALITY

This paper addresses some of the “Technology and Society” issues [1], [2] related to wearable computing, AR (Augmented or Augmediated1 Reality), the personal seeing aid (Digital Eye Glass), the VMP (visual memory prosthetic) [4], [5], and issues of transparency [6].

These issues are not only of interest to academics. The issues are also of practical, commercial, and industrial significance now that wearable camera products are being mass-produced, sold, and widely used in everyday life. Moreover Wearable Computing and AR has grown to a $200 billion in-

dustry at a time when more and more business establishments and similar places are installing surveillance cameras yet at the same time are prohibiting individuals from using their own cameras. See Fig 1. These “no camera” policies adversely affect those who use wearable cameras for AR, wayfinding, etc., as well as such systems as described memories for the visually impaired (e.g. recording one’s life in order to get after-the-fact assistance or advice at the end of each day [7]), or transmitting live video for remote assistance with sight (e.g. the “Seeing-eye-People project [8]).

Wearable cameras and AR, when used in everyday life (see Fig 2) give rise to a new kind of “veillance” (watching) that is broader in scope than surveillance. To truly understand this new kind of veillance, and its surrounding social and intel-

1“Augmediated” is a portmanteau of “augmented” and “mediated”. It refers to an ability not merely to add overlays (augment) but also to subtract (e.g. deliberately diminish) or modify reality. Examples include the MannGlass™/CYBORGlass™helmet fitted with a single piece of 4.5 by 5.25 Digital Welding Glass, through which both “EyeTapped” eyes look to see a diminished reality of the bright light of the arc and simultaneously an augmented reality of the darker areas of the scene, together with computerized overlays to annotate a workpiece being welded. [3] Specifically, an Augmediated Reality device has 3 elements: image sensing; image processing; and image display capabilities (i.e. it is a “wearcam”, “wearcomp” and “weardisp”).
lectual landscape, we first need to understand surveillance, which traditionally has been the more studied, applied, and well-known veillance.

II. Surveillance

Surveillance has recently emerged as a large commercial industry, sized at $22 billion in 2012 and estimated to grow to $26 billion in 2013, at an annual growth rate of 20.4% [12]. There are approximately 30 million commercial surveillance cameras in the United States, recording billions of hours weekly (Popular Mechanics magazine). Police and governments around the world are installing surveillance cameras throughout entire cities. Computer vision is also being used to bring video surveillance cameras into essential life and safety devices like automatic fire detection [13] (camera-based smoke detectors [14]), motion-detectors [14], and occupancy sensors for use in “classrooms, in private offices, and restrooms” [15]. These camera-based occupancy sensors “determine the number and positions of the occupants” for increased energy savings [16].

Just like there is a camera in most cellphones, soon there will be a camera in most light fixtures, including streetlights, for both occupancy sensing (see http://www.lsgc.com/pixelview/) and security (see http://intellistreets.com/):

“THOUSANDS of old-fashioned street lights in Merseyside are set to be dismantled and replaced with hi-tech CCTV-equipped lamps. The £32.7m scheme would see about 14,000 lampposts across Knowsley modernised ...” — Nick Coligan, Liverpool Echo, Nov 29 2007

Total surveillance has crept into most facets of our lives, including surveillance cameras in washrooms, changerooms, and locker rooms. A CBC news headline informs that Alberta’s Privacy Commissioner is in favour of locker-room surveillance cameras: “Cameras can stay in Talisman’s [athletic centre] locker room, says commissioner” (See http://www.cbc.ca/news/canada/calgary/story/2007/03/22/talisman-privacy.html). And modern automatic flush toilets, faucets, and sensor-operated showers are starting to use more sophisticated camera-based computer-vision technologies (e.g. U.S. Patent 5828793).

A. Surveillance studies

Surveillance has also emerged as a field of study [17], [18]. For example, a “Surveillance Studies Centre” was created at Queen’s University with a $2.5 million grant [19]. (see http://www.sscqueens.org/news/sp-receives-25-million-from-ssrc)

Numerous conferences and symposia are now dedicated to the topic of surveillance. For example, the IEEE, one of many different technical societies, offers the following surveillance-related conferences, symposia, and workshops each year:

- IEEE International Conference on Advanced Video and Signal-Based Surveillance (AVSS);
- IEEE International Symposium on Monitoring & Surveillance Research (ISMSR);
- IEEE International Workshop on Socially Intelligent Surveillance and Monitoring (SISM);
- IEEE Workshop on Visual Surveillance;
- IEEE International Workshop on Performance Evaluation of Tracking and Surveillance,

and there are numerous other surveillance conferences, symposia, workshops, and the like.

B. Terrorism

Much of the practice, industry, and study of surveillance focuses on terrorism. For example, the US Department of Homeland Security, which was formed in response to the September 11 terrorist attacks [20], and the Transportation Security Administration (TSA), have funded studies and research on developing new technologies for surveillance, such as cameras and imaging systems that can see through clothing. [20] [21] See Fig 3. While promises have been made that these systems don’t record images, it has been found that they often do record images, and recording capability was among the requirements of the TSA (http://epic.org/open_gov/foia/TSA_Procurement_Specs.pdf).

In some ways this parallels how every student was required to pose nude for pictures at certain Ivy League universities, so researchers could evaluate their physiques [23], [24]. Studies compared physical body shapes of Ivy League students with body shapes of prisoners, to understand the relationship between physique and the likelihood a person would commit
surveillance [ser-və-lyn] noun

1) “a watch kept over a person, group, etc., especially over a suspect, prisoner, or the like: The suspects were under police surveillance.” [25]

The etymology of this word is from the French word “surveiller” which means “to watch over”. Specifically, the word “surveillance” is formed from two parts: (1) the French prefix “sur” which means “over” or “from above”, and (2) the French verb “veiller” which means “to watch”. The closest pure-English word is the word “oversight” [31], which emerged around the year 1300, and, in current English usage, has a similar, though broader and slightly different meaning than “surveillance”. “Oversight” can mean: (1) “an omission or error due to carelessness. My bank statement is full of oversight.” or (2) “supervision; watchful care: a person responsible for the oversight of the organization.” Google Translate returns the French word “surveillance” when presented with the English word “oversight”.

See Table 1. In particular, note the difference between veillance and surveillance.

<table>
<thead>
<tr>
<th>English</th>
<th>French</th>
</tr>
</thead>
<tbody>
<tr>
<td>to see</td>
<td>voir</td>
</tr>
<tr>
<td>to look (at)</td>
<td>regarder</td>
</tr>
<tr>
<td>to watch (monitoring)</td>
<td>veiller</td>
</tr>
<tr>
<td>watching over (oversight)</td>
<td>surveillance</td>
</tr>
<tr>
<td>to oversee (to watch from above)</td>
<td>surveiller</td>
</tr>
<tr>
<td>over (from above)</td>
<td>sur</td>
</tr>
<tr>
<td>under (from below)</td>
<td>sous</td>
</tr>
<tr>
<td>“undersight” (to watch from below)</td>
<td>sousveillance</td>
</tr>
</tbody>
</table>

Table 1: Some English words and their French counterparts.

III. SOUSVEILLANCE

A more recently coined word is the word “sousveillance”, which is an etymologically correct opposite formed by replacing the prefix “sur”, (which means “over”, as in “subtitles” or “surcharge”) in “surveillance”, with its opposite, “sous” [32]–[35], which means “below,” “beneath,” or “under,” (as in “sous-chef”). See last 3 entries of Table 1.

A. Hierarchical sur/sousveillance

A literal interpretation of veillance (sur and sous) gives rise to the simple definitions [36] that embody a twentieth-century “us versus them” dichotomy:

- Surveillance: Observation or recording by an entity in a position of power or authority over the subject of the veillance. Examples: Police observing or recording the activities of citizens; shopkeepers watching over shoppers; a taxicab driver recording activities of passengers in the taxi;

- Sousveillance: Observation or recording by an entity not in a position of power or authority over the subject of the veillance. Examples: Citizens observing or recording activities from their own perspective, which includes the recording of the activities of police in the area (as well...
as fellow citizens); Shoppers recording the activities in a shop (including those of the shopkeeper), etc.

These definitions address power relationships of the involved parties, as distinct from other sociological frameworks such as ANTs (actor-network theory) [37]. Sousveillance is not anti-surveillance or counter-surveillance! A person can, for example, be in favour of both veillances, or opposed to both, or can favour one and not the other.

**B. The Ladder Theory of Veillance and the Fruit Analogy**

In a hierarchic civilization, people exist on different “rungs” of a sociopolitical or socioeconomic “ladder”, from the chimney sweep at the “bottommost rung”, to middle class shoppers, to the security guards and police, to the police chiefs, to the mayor, all the way up to congressional oversight committees, and the like.

In a surveillance society, security guards and police watch over the citizens, the police chief watches the police, and perhaps an oversight committee watches over the police chief.

This raises the important questions:

1) “Who watches the watchers?”;
2) “Who watches the watchers of the watchers?”;
3) “Who watches the watchers of the watchers of the watchers?”; and so on ..., to which an obvious answer is the democratic process of citizen undersight — the “swollag [7]” of democracy itself!

In many modern cities, surveillance cameras are first installed in some areas of the city, which is said to “push crime” elsewhere. See Fig 5. Surveillance cameras do provide “situational crime prevention” [38], [39] (http://www.popcenter.org/), which contribute to some prevention and deterrence of crime, but other crimes merely move in response to the cameras.

Putting surveillance cameras throughout all areas of the city at “street-level”, e.g. throughout shopping malls, underground parking garages, and city streets, does not completely extinguish crime. While it hinders low-level street crimes, surveillance may still allow, and in fact can actually cause, higher-level crimes, as follows: Street thugs may be caught and sent to jail, or otherwise slowed down, causing a shift in the market equilibrium. For example, the increased effectiveness of security guards and law enforcement officials may create a vacuum in the marketplace for stolen goods. The demand for stolen goods remains, but the reduced supply can drive up the price of the stolen goods. This increased price of stolen goods makes the criminal activity more lucrative, which may cause more Upward inhabitants to consider criminal activity.

**C. Does surveillance turn pickpockets into politicians? ... The Fruit Analogy**

We don’t expect an uneducated “pickpocket” street criminal to suddenly become a politician because of surveillance. More likely many such “pickpockets” and other street criminals will simply be arrested and imprisoned, and low-level crime will be reduced — opportunities in lower places will be extinguished or diminished by surveillance, while new opportunities in higher places will remain or even grow (examples where surveillance actually causes crimes).

The kinds of crimes caused or facilitated by surveillance require some degree of sophistication, cleverness, intelligence, or “specialized access” [40]–[42] to perpetrate, and are thus not the same types of crime perpetrated by less-educated street criminals. Specialized access often requires specialized skills.

Whereas much of the East-West migration of criminals illustrated by example in Fig 5 occurs through actual movement of criminals, the upward crime-shift occurs mostly through a form of “motion without movement” [43], analogous to the “light chasers” used on theatre marquees where motion (without movement) is generated by extinguishing a light source in one place while illuminating a light source elsewhere.

This upward crime-shift can be understood by way of the “Fruit Analogy”. The Low-Hanging-Fruits (LHF) of crime are removed at street-level, driving up the price in stolen “fruit”, thus creating new opportunities for crime in higher places, or insider-trading in stolen “fruit”. And, since “ladders” are needed to reach the higher-hanging fruits, there exists: (1) an increased incentive for thieves to climb such ladders; (2) an increased incentive for those already further up these ladders to consider the possibility of stealing these higher fruits; and (3) the possibility of using the ladder itself as a tool for crime.

This third new possibility of using (or temptation to use) the surveillance cameras themselves for criminal purposes (e.g. security professionals or police stalking potential victims) could be more tempting to certain members of the security forces. For example:

“A SECURITY guard at one of Edinburgh’s best-known visitor attractions used CCTV cameras to stalk a young female worker and spy on the public.

James Tuff used the camera system at Our Dynamic Earth, Edinburgh, to track his victim and then radio her with lewd comments.

He even trained the cameras on members of the public milling about outside, in one case saving footage of two girls kissing to show to colleagues.

Tuff eventually sexually assaulted Dora Alves ... He was fined and placed on the sex offenders register for three years. ... She said: “At first it was just the odd comment about my body; he would say things about me having a real woman’s body ... But soon after he would appear out of nowhere when I was cleaning in the toilets. ...” as she walked to the canteen on her break and stopped to collect something from her locker. “Mr Tuff came out of his office
D. Sousveillance (undersight) as a possible remedy

that facilitates this high-level corruption. See Fig 6.

back! Otherwise, the one-sided nature of surveillance allows thus be able to watch over us without us being able to watch (e.g. priests, politicians, police, etc.) are flawless and should be able to watch over us without us being able to watch (e.g. CCTV footage mysteriously disappearing when under the control of authorities); and (2) the fact that the surveillance equipment facilitates or helps in the perpetration of many crimes, as well as the coverup (1) above. This is not to suggest that all security guards, police, politicians, priests, etc., are corrupt — most of them are good people. But they — apart from the screening and filtering process they undergo to enter their positions of power — are just like the rest of us — mere humans who are subject to the same temptations and character flaws that all of us have. For example, Roman Catholic priests have — despite the various checks and balances (screening and filtering processes, etc.) — used their high positions of power and their access to impressionable children to perpetrate crimes such as child abuse — while using their respected positions and church hierarchy to stifle scrutiny [48].

Moreover, the screening and filtering process for those in positions of authority is itself undermined in situations where there is a shortage of police. “In the Metropolitan Police, a shortage of applicants made it unnecessary to apply sophisticated selection techniques.” [49].

Thus there is no reason to assume that those in high places (e.g. priests, politicians, police, etc.) are flawless and should thus be able to watch over us without us being able to watch back! Otherwise, the one-sided nature of surveillance allows it to, under certain circumstances, become the very “ladder” that facilitates this high-level corruption. See Fig 6.

D. Sousveillance (undersight) as a possible remedy

In the context of the Ladder Theory, surveillance can lead to corruption, and absolute surveillance can lead to absolute corruption. Simply having oversight committees to oversee other oversight committees could result in an endless spiral of upward-mobile corruption. In this situation, sousveillance could function as a possible remedy to balance the otherwise one-sided nature of surveillance.

E. Sousveillance to bring positive actions to light

Sousveillance is not only about bringing wrongdoing to light. There are numerous examples of candid citizen sousveillance being used to catch police doing acts of good:

- Security Appreciation Week (http://wearcam.org/saw.htm);
- the heroic actions of Sergeant Mark Colombo of the Boston Police Department, against a drug-crazed car thief, http://www.youtube.com/watch?v=8Ja5YMWnnY;
- the kindness of New York Police Officer Larry DePrimo, who noticed a [n apparently] homeless man without shoes on a cold winter night. The officer bought shoes for the man, with money out of his own pocket, and, unbeknownst to the officer, the incident was photographed by a passing tourist. The picture was sent to NYPD headquarters and posted on Facebook.com and got more than 500,000 likes and 39,000 comments [51].

These examples show how sousveillance and citizen under- sight through social media can capture incidents — whether good or bad — and serve as a potentially less-biased and more neutral feedback mechanism than police-owned surveillance-only media.

F. Participatory veillance

In the past, the word “surveillance” primarily meant “the few watching the many”, as for example, described by Michel Foucault in his writings about Jeremy Bentham’s Panopticon [52]. Until recently surveillance was done by human observation: those “on top” watching those below, with their own eyes. But today, surveillance more commonly involves surveillance cameras, and in particular, a more modern definition of surveillance is the recording or observing of an activity by a non-participant in the activity [32], [34]–[36], [53].

Surveillance is the observation or recording of an activity by a person not participating in the activity. [32], [36], [53]
Surveillance and sousveillance may be thought of as orthogonal vectors. The amount of sousveillance can be increased without necessarily decreasing the amount of surveillance. The amount of sousveillance in a given space can be added or subtracted, and so can sousveillance, and both these veillances are additive (and subtractive), giving rise to a vector space with infinitely many directions, 8 of which are noteworthy, and are thus illustrated here.

![Veillance Plane diagram](image)

**Fig. 7.** The Veillance Plane and the “8-point compass” model of its directionalities: Surveillance and Sousveillance may be thought of as orthogonal vectors. The amount of sousveillance can be increased without necessarily decreasing the amount of surveillance. The amount of sousveillance in a given space can be added or subtracted, and so can sousveillance, and both these veillances are additive (and subtractive), giving rise to a vector space with infinitely many directions, 8 of which are noteworthy, and are thus illustrated here.

The Glosbe dictionary defines sousveillance using this more modern *participatory veillance* definition as:

**Sousveillance noun, “The recording of an activity from the perspective of a participant in the activity”**.

A more detailed definition of sousveillance, from primary reference sources, is as follows:

*Sousveillance* means “to watch from below”. The closest purely English word would be “undersight” [32], [33], [54], [55].

Whereas, surveillance generally refers to cameras affixed to property, i.e. real-estate — either buildings (e.g. mounted to inside or outside walls or ceilings), or to land (e.g. mounted to lamp posts, poles, and the like). Sousveillance generally refers to cameras borne by people, e.g. hand-held cameras or wearable cameras [32], [34], [35].

Surveillance and sousveillance can vary independently. For example, consider a small business that has 4 surveillance cameras in it. If six customers each have their own cameras running, then we can think of this situation as a point at coordinates (4,6), i.e. at point labeled P4 in Fig 7.

Visual surveillance often stems from “surveillance cameras”. The word “camera” is a Latin word that means “room”. It is an abbreviation of the Latin phrase “camera obscura” which means “dark room”, i.e. a chamber, vessel, or housing in which an image can be formed. The human eye, for example, is a camera, and the human mind and brain is its recording device. Since the beginning of human civilization some 10,000 years ago [56] (and even earlier if we consider pre-civilization and pre-human “veillance”) until the relatively recent invention of the camera-obscura, the only cameras were biological eyes, and the only recording devices were biological brains.

Back in those days, a king, or emperor, or the sheriff of the Wild West could see what everybody was doing. But everybody could also see what the sheriff was doing.

Veillance worked both ways. While it was true that the king or emperor or sheriff had more power the observational component of that power was more approximately equal than it is today, with the proliferation of surveillance cameras that allow police and other powerful entities to watch citizens but prevent citizens from watching back.

Before approximately 50 years ago — and going back millions of years [56] — we have what we call the “sousveillance era” because the only veillance was sousveillance which was given by the body-borne camera formed by the eye, and the body-borne recording device comprising the mind and brain.

Suppose, for example, there were four people drinking whiskey in a saloon, back in the year 1800. Then let’s say, for argument’s sake that Sousveillance, denoted by lowercase “s” is four, and that Surveillance, denoted by uppercase “S” is zero. This corresponds to the point P₀ in Fig 7, at coordinates (0, 4), given by s = 4 and S = 0, i.e. four units up the “Y” axis.

But within the last 50 years or so — the surveillance era — we’ve seen an unprecedented growth in surveillance cameras that record almost our every move. So strongly has surveillance video been as a record of evidence, that in many ways it trumps eye-witness accounts.

So let’s suppose the year is now 1990, and the owner of the tavern installs one surveillance camera. Just this one surveillance camera can overpower the eyewitness accounts [57] of four people drinking whiskey, who, for example, were involved in a barroom brawl — assuming the camera has a good clear high-definition view of the four whiskey drinkers.

The surveillance camera is so powerful in a court-of-law, that it has, in many ways, surpassed eyewitness accounts [57]. Therefore adding the one surveillance camera to a tavern where four people are drinking does not move us to coordinates (1, 4) with S = 1 and S = 4. Instead, a more accurate model is to say that it moves us to approximately (1, 0) as indicated by point P₁ in Fig 7.

Now suppose in the year 2000, the owner of the tavern installs 2 more surveillance cameras, bringing the total to 3 surveillance cameras. And suppose at this time, one person in the tavern is wearing a camera making a lifelong video recording. This situation is illustrated as point P₂ in Fig. 7².

Now suppose the year is 2013. Today, and there are four surveillance cameras in the tavern where four people are also wearing cameras that are all recording. This situation is depicted as point P₃ in Fig. 7.

Now consider the year 2020, where, perhaps widespread adoption of Digital Eye Glass means that nearly everyone is wearing a camera of some kind. Thus if there are six people in the tavern, it might be likely that there are six sousveillance

---

²For simplicity, let the length of any vector be given by the L₁ norm, i.e. the total number of cameras (surveillance plus sousveillance), which is 4 in the case of P₂. As a further simplification, we are going to say that when no cameras are present, the amount of surveillance is zero and the amount of sousveillance is the number of eyewitnesses. When cameras are present, each surveillance camera moves us one point to the right on the “X” axis, and each sousveillance camera moves us one point up the “Y” axis.
recordings in addition to the four surveillance recordings, so as to position us at point $P_4$ in Fig. 7.

IV. INEQUIVEILLANCE

When surveillance and sousveillance are treated equally, we say that there is “equiveillance” [58]. But not all situations afford equal favoritism to surveillance versus sousveillance.

In particular, there are two kinds of inequivillance: Unveillance (one-party consent), and McVeillance (where a non-party records some or all parties while at the same time forbidding those parties from recording themselves). Unveillance favours sousveillance whereas McVeillance favours surveillance.

A. Unveillance

Consider the recording of telephone conversations. Surveillance refers to the recording (in this case, sound) of a telephone conversation by a non-participant party in the conversation. Sousveillance refers to the recording (of sound) by a participant in the activity (the telephone conversation) [32], [33], [54], [55].

In most countries, e.g. Canada, Denmark, Finland, and most of the United States (32 of the 50 states) one party of a conversation may legally record the conversation without notifying others. Only in a small number of countries and only in 12 of the 50 states, is one required to notify all parties of a recording. But in all states, a non-party may not legally record a telephone conversation except under very limited law enforcement exceptions. Thus sousveillance is more permissible than surveillance in most circumstances regarding the recording of audio.

B. McVeillance

More and more people are using cameras as seeing aids, whether to photograph a restaurant menu and magnify the text, or to use a smartphone with optical character recognition to translate foreign text to their own language, or to read 2d barcodes on products.

But owners and employees of many business establishments often assert rules or policies that dictate a kind of “sensory entitlement” over those entering their premises.

For example, on July 1st, 2012, S. Mann was physically assaulted by three McDonalds employees because he was wearing a “Digital Eye Glass” computerized seeing aid.

A year earlier, Penny Sheldon, a travel agent from Boise, Id., was also physically assaulted by McDonalds staff in Paris, France, because she photographed their menu.

McDonalds has admitted to enforcing laws that don’t even exist — laws that their own surveillance cameras would violate if they did exist! [http://wearcam.org/mcveillance]

“McVeillance” is not merely the mass-production of surveillance, but also its one-sided sight: watching everyone while forbidding them from watching back.

Here’s a definition:

**McVeillance** is the installation or using of surveillance cameras while simultaneously prohibiting people from having or using their own cameras, hand-held magnifiers, smartphones, or the like.

More precisely, McVeillance is surveillance minus sousveillance, $S-s$, denoted on Fig 7.

As a personal visual memory prosthetic, or a seeing aid for AR, a camera for personal use (i.e. not distributing the images to others) should always be considered fair use.

But whether or not the reader agrees with this viewpoint, McVeillance can still be a useful construct with which to argue for or against this viewpoint.

C. Counterveillance

A number of technologies have been developed to detect and prevent veillance. For example, various research groups have created devices that detect and blind cameras [59]. These technologies also blind vision aids, assistive technologies, and the like, and may therefore be morally, ethically, and legally problematic.

These camera-blinding technologies could also be built in a body-wearable format to detect and neutralize surveillance cameras as well — perhaps as “spite fashion” / “spitewear” or just social commentary. Such counterveillance technologies, by their very nature, also use cameras. In this sense wearing or installing a camera detector is adding yet another camera to be detected by other camera detectors.

Because veillance has both morally positive and negative aspects, the moral imperative of counterveillance is therefore not morally right in itself.

V. THE RIGHT TO SENSORY INTEGRITY

A. Forbidden QR codes

Recall the group of pictures shown in Fig 1, on Page 1. It depicts establishments where McVeillance is in force, much to the detriment of the stated desire for customers to “User your smartphone to scan this QR code”. Customers are simultaneously required to use a camera, and forbidden from doing so, in order to see this content. And customers are frequently harrassed by store security staff when all they’re doing is trying to experience Augmented Reality [32].

B. No Cameras!

Although there are no laws against taking photographs of private buildings from public spaces (e.g. public roads and sidewalks), there have been numerous cases of security guards harassing photographers for doing so:

“... [A] simultaneous increase in state surveillance and the restriction of the right to take photographs in public ... monopolize the decision as to who constitutes the ‘citizenry of photography’; ... [and raise] questions about artistic and political responses to surveillance and photography restrictions” [60]

When citizens point their cameras at the architects of the “surveillance superhighway”, or simply when photographers take pictures of bridges, buildings, or surveillance cameras, they have often come under attack, especially as police have placed photographers under suspicion. See Fig 8.

This comes at a time when innocent suspects have been roughed up by police. Some have even been killed as a result of heightened suspicion and mistaken identity, e.g. Jean Charles de Menezes, a Brazilian electrician, was shot to death by police in a London subway. And police seized the CCTV
records and claimed they were blank! Menezes was shot in a crowded subway car where lots of people could have recorded the incident. But police and security guards have made people afraid to record what they see. For example, NBC News and the Miami Herald reported that:

“On Memorial Day 2011, Narcis Benoit witnessed and filmed a group of Miami police officers shooting and killing a suspect ... He was then confronted by officers who handcuffed him and smashed his cell phone, but Benoit was able to sneakily preserve the video ... he discreetly removed the [memory] card and placed it in his mouth.”

Some locations such as changerooms and movie theatres have emerged as particularly inaccessible to those using a computational visual and memory aid. Accessibility requirements will force changerooms and washrooms to become “universal” (i.e. family-oriented with individual compartments). Washrooms are a basic need that cannot be denied to those who happen to have computer chips on or in their bodies! But movie theatres will remain as the central locus of contention between the “cyborg” and his or her environment.

The Criminal Code of Canada states:

“(1) A person who, without the consent of the theatre manager, records in a movie theatre a performance of a cinematographic work within the meaning of section 2 of the Copyright Act or its soundtrack (a) is guilty of an indictable offence and liable to imprisonment…”

Interpreted most broadly, the human brain is a recording device, and remembering a portion of a “cinematographic work” is a criminal offence. But such a law is likely to be applied in a discriminatory way that criminalizes cyborgs as “existential contraband” (those who are cameras are, by their mere existence, contraband). As more people use electric eyeglasses, AR, lifelong video capture devices, lifeloggers, Personal Safety Devices, etc., a large percentage of the population could be criminalized for mere memory even if they never disseminated any of their memories!

Thus we can see a number of problems as the interests (some legitimate and some excessive) of copyright clash with the interests of personal use. A person with a vision aid that helps in remembering names and faces (by capturing pictures from real life or from a movie screen) should not be charged with a crime, and in fact the law is inconsistent with itself in this regard (e.g. the above Criminal Code is in violation of human rights laws against discrimination of persons with special needs).

C. Sensory entitlement principle

Being a master of one’s own senses is a human-centred idea. We are each in control of our own ability to see, to hear, to touch a wall or a floor, with our feet, or with a cane to help us if we’re blind. We’re generally in control of our own eyeglass prescription, by way of choosing our eye specialists and choosing whether or not to wear eyeglasses (including, possibly, Digital Eye Glass). And people who can see quite well without eyeglass, are likely to start wearing it anyway, owing to other benefits like AR. This mass-production will help speed the development of digital eyeglass for those who really need it to see.

If a facility owner were to ask someone to remove their eyeglasses, it would be a much greater affront than merely asking someone to stop using a hand-held device. Because eyeglass affects how we see and understand the world, the demand to remove it is a much more onerous demand.

When another entity such as a business owner feels entitled to our senses, whether to dictate how we sense our world, or to prevent us from sensing it in a particular way, that entity must assume liability (for example if we trip and fall because the entity has demanded and forced upon us a different way of seeing than the way we would have otherwise chosen to see and understand the world).

An entity that prohibits eyeglass, a guide dog, or a cane, is not only in violation of human rights laws, but must also be held liable for any mishap that results from such prohibition.

VI. Reciprocal recording rights: The contract analogy

A recently proposed law to be placed before the New York Legislature aims to prevent those conducting surveillance from prohibiting sousveillance [61]. Whereas there may exist certain places like changerooms where recording is not appropriate, it has been suggested that in any place where surveillance is used, that sousveillance must also be permitted.

The justification for such a reciprocal recording right can be understood by way of the “contract analogy” or the “sousveillance contact analogy”: Imagine A and B enter into a written contract but that only A has a copy of the contract. If B chose to carelessly lose the copy of the contract, the contract is still valid. But if the reason B does not have a copy of the contract is that A prohibited B from having a copy, then the contract is not valid. The reason for this rule is to prevent falsification.

Let’s suppose we have a 50 page contract A and B both agreed to, with their signatures on page 50. Later, A could go back and change page 49 (one of the non-signature pages). But if A and B both had copies, the copies would differ, and the courts would place higher scrutiny on the remaining parts,
maybe examining the papers by microscope or other forensics
to determine which copy was falsified.

By prohibiting these checks and balances (i.e. by prohibiting
B from having a copy of the contract), A is creating a potential
conflict-of-interest, and a possibility (maybe even an incentive)
for falsification of the contract.

In today’s world we live a social contract of the oral and
action-based variety. Much of what we do is spoken or acted
out, and not written. An an oral contract is still legally binding.
So if one entity insists on having the only copy of what was
said or agreed upon, A is creating the possibility to falsify
(whether by editing or simply by omission, i.e. by deleting
some pictures and keeping others) the recorded evidence.

Such a monopoly on sight can create “surveillance cura-
tion”, i.e. the person doing the surveillance “curates reality”
by selecting certain “exhibits” to keep, and others to delete.

In response to such a proposal, Paul Banwatt, a lawyer
at Gilbert’s LLP (personal communication by way of the
Veillance Group on LinkedIN.com), has suggested that: (1) Surveillance cannot be secret, or else individuals will be
unable to tell when their right exists, or if one assumes the
right is assumed to exist then; and (2) those who sousveil must
be informed that they are NOT being recorded in order to form
the necessary basis for a demand to stop sousveillance.

A practical solution is to at least agree that when a person
is prohibited from recording their own side of an interaction
(i.e. their own senses), that the person who prohibited should
have their side also removed from admissibility in any court
of law.

Such a “veillance contract” does not require either party to
know whether or not their actions are being recorded!

Under the proposed rule, an organization installing a “no
photography” sign, or otherwise discouraging people from
keeping their own copy of the “veillance contract”, would
make their own surveillance recordings inadmissible in a court
of law.

A. The right to sensory privacy

Surveillance is often done in secret, through a network of
hidden cameras. And cameras are often concealed in dark
hemispherical domes so that we cannot see which way they
are “looking”.

Imagine if we all walked around wearing such domes so
that people could not see which way we were looking. It is
impolite to stare, but surveillance cameras have been granted
the right or affordance to bypass such politeness.

Whereas “sight” has now been granted to inanimate objects
like buildings and light posts, which are exempt from social
rules, humans should at least have a right to their own senses,
and a right to secrecy or privacy regarding their functionality
(i.e. not having to disclose whether or not one is recording).
A person using a vision aid, or visual memory aid, should
not have to disclose the fact that they are differently abled.
And a person recording an encounter with a robber or a
(possibly corrupt) police officer should not need to disclose
(and therefore risk violence) the nature of their senses.

Just as buildings keep secrets about their surveillance sys-
tems “for security reasons”, people should be able to too! Thus
a person should not need to prove that they are disabled before
being “allowed” to use a camera. Likewise it would be absurd
if one needed special permission to use a cane, or to wear
eyeglasses, regardless of a lesser or greater need that may
exist for these items.

VII. My property, My rules!!!

A simple (though somewhat naive) form of sensory entitlement
goes as follows: This is my store [or mall or gas station,
or city], and if you want to shop [or come] here you need to
play by my rules, which means no cameras!

This propertarian model of veillance, in effect, defines
surveillance as recording one’s own property (e.g. a depart-
ment store recording their own premises, or a city’s police
force recording “their” streets), and sousveillance as recording
someone else’s property (e.g. a shopper or citizen recording
the aisles of a store they don’t own, or a street they don’t
own).

This model is problematic. (1) If property ownership were
absolute, then it must also factor in the absolute ownership
of one’s own senses, sensory information, body, clothes, eye-
glasses, and the like as personal property and personal space.
In this sense there is an intersection of two different absolute
properties, i.e. one absolute property inside another absolute
property. And it can get even more complicated: Consider
entity A driving a car owned by entity B, parked in an
auto mechanic shop owned by entity C, while witnessing
a crime being perpetrated by entity D, in a city governed
by entity E, in state F of country G, etc... — A has a moral
and ethical duty to witness and record the crime regardless of
what B, C, D, E, etc... wish.

(2) Property ownership is actually not absolute. Human life
is a more fundamental value than the property rights of another
person. Therefore the most morally and ethically right thing
for A to do is to secretly record the activities taking place,
regardless of any rules set forth by B, C, D, etc.. And if
property owners continue to enforce such absolutist rules, then
manufacturers have a moral and ethical duty to favour human
health and safety by making computerized vision aids and
the like as covert as possible. Thus sousveillance is inevitable,
either by becoming acceptable, or becoming covert (with
strong moral and ethical justification) by design.

The boundaries of private property range from complete
abolishment (e.g. certain forms of communism) to, at the
other extreme, excesses that lead to a “tragedy of the anti-
commons” effect of extreme underutilization of resources [62].
A full understanding of the boundaries of private property
enters into such concepts as nail houses, spite houses, and
spite fences [62], [63]. From these concepts the author also
extrapolates/introduces the concept of spite veillance (both
spite surveillance and spite sousveillance), as for example, the
2008) involving also surveillance cameras installed merely to
annoy a neighbour. But where does legitimate artistic social
commentary, for example, play into this matter? Consider,
for example, the legitimate use of sousveillance as a form of critical inquiry in public, semi-public, and private business establishments [64], [65].

Many issues regarding veillance relate to property, and defense of property.

VIII. COPYRIGHT, COPYLEFT, AND SUBJECTRIGHT

Surveillance (mounting cameras on property like land and buildings) tends to favor property rights, as opposed to sousveillance (mounting cameras on people) which tends to favor human needs more directly. Another area where this property versus human favoritism is evident is in the domain of intellectual property, trade secrets, national security/secrecy, and copyright.

“The purpose of copyright and related rights is twofold: to encourage a dynamic creative culture, while returning value to creators so that they can lead a dignified economic existence, and to provide widespread, affordable access to content for the public.” – www.wipo.int/copyright/

It has been argued that commercial entities and powerful lobbying groups have subverted the public’s interest through excessive restrictions on fair use [62], as well as through implementations of technologies that restrict fair use. For example, the technologies discussed in Section IV-C have been applied to detect and sabotage cameras in movie theatres, and implementations of technologies that restrict fair use. For example, the technologies discussed in Section IV-C have been applied to detect and sabotage cameras in movie theatres, and

To understand copyright, consider a simple example of photographing a person. Consider the three entities:

1) the subject;
2) the photographer (“transmitient”); and
3) a recipient of the image (the person viewing the photograph).

Copyleft [66], if used, protects, to some degree, the recipient. Copyright laws protect the photographer, but adequate protection of the subject of the photograph is often absent. Some subject protection exists, e.g. in France or Quebec (Canada), “Le droit à l’image” (image rights) of the subject, but these rights are stripped away in many cases such as news reportage, or surveillance.

Recently the concept of Subjectrights (denoted by a circled “S” in contrast to the circled “C” of copyright) has been proposed for the protection of such “passive contributions”. It is useful to consider Irving Goffman’s distinction between that which we “give off” (passive contributions) and that which we “give” (active contributions). Copyright protects only the latter, and not the former. An example of a signed Subjectright agreement between a subject and a photographer with Canadian Broadcasting Corporation is shown in Fig 9.

Thus the veilance between (1) and (2) is asymmetric at best. Regarding the veilance between (2) and (3), this is also asymmetric. The recipient of the information has much less rights than the “transmitient” (sender/creator/author/photographer).

The word “copyright”, if read literally, ought to mean “the right to copy”. Copyright enforcement ought to mean the enforcement of the right to copy (e.g. enforcement of fair use access rights). These “fair use enforcements” ought to include

3Here “property” means both complex parts: RP (Real Property, or Real Estate); and IP (Imaginary Property, “Imagistate” or Intellectual Property).
considered fair use.

Similarly in matters of national or corporate security, once wearable and implantable computing becomes commonplace [4], we will have to learn to accept the “cyborg” being as a human being. It will all have to come down to mutual trust, and no longer the one-sided trust of the totalitarian or surveillance-only society.

Would it be right to prohibit artist Stephen Wiltshire from seeing a movie or deny him employment in a job interview because he has a photographic memory? Yes, there is a danger he could violate copyright or expose corporate or national secrets. But simply having a good memory should not be grounds for dismissal or rejection. And whereas the courts already have redress for such violations of copyright or trade/national secrets, regardless of whether they were done with natural or computerized memory, assistive technologies and the good and prosperity that wearable computing will bring to society is inevitable. Moreover, perhaps the best way to prevent abuse of sousveillance (e.g. voyeurism, extortion, etc.) is more sousveillance. For example, extortion requires secrecy, such that a person trying to threaten an entity with revealing recorded secrets might actually be caught in the act by way of the very technology used to perpetrate the crime.

IX. THE INEVITABILITY OF SOUSVEILLANCE: UNIVERSAL NEEDS RATHER THAN INDIVIDUAL WANTS

Sousveillance is not merely a self-centered or narcissistic entitlement or human right/freedom. Rather, it meets universal human needs — wayfinding, personal safety, justice, and prosperity — in the service of all of humanity — even when only used by a small percentage of the people in a society.

Consider two parallel societies, a McVeillance/Surveillance Society [68] (where only surveillance is allowed), and a “Veillance Society” (where both veillances are allowed, and participatory veillance is encouraged).

The Veillance Society meets basic needs of human security [69] and personal safety — for everyone — not just the safety and security of property and merchandise, or of persons in high places (“sur”). In environments where surveillance cameras are already being used, i.e. where there is already a reduced expectation of privacy, sousveillance meets the needs of sight, personal safety, human security, and the like, and people enjoy a higher quality of life.

Whereas some individual shopkeepers and some police would be upset with such two-sided Veillance, the society as a whole will tend to be more balanced, just, prosperous, and “livable”. Corrupt police, department stores with their fire exits illegally chained shut, and the like, will likely be revealed. And the society as a whole will enjoy greater information and knowledge about how the society works, and what is happening — from things as simple as “How do I find my way back to my car?” to more complex things like “Is that politician accepting a bribe from the Chief of Police?”.

A new market economy in AR products and services will flourish. The Veillance Society will tend to enjoy greater prosperity and people will want to migrate from the McVeillance society to the Veillance Society, assuming they are free to migrate. If they are not free to do so (i.e. if they are held prisoner in the McVeillance society), then they will likely be less happy, less productive, and the McVeillance Society will not be able to escape the resulting decrease in prosperity.

X. CONCLUSION AND DECONCLUSION

Sousveillance (e.g. wearable cameras and Digital Eye Glass) and surveillance must co-exist, giving rise to a “Veillance Society”. This will bring an end to the Surveillance Society that began to emerge in recent history. But will sousveillance be co-opted by centralized “cloud control”? Will surveillance be rev-opted as “unterveillance”? It is still too early to know — as an emerging field, much work remains to be done! That work needs to be in the field of “Veillance Studies” and praxis, and needs to encompass sur/sousveillance, Clarke’s dataveillance, Michael’s Überveillance [70], [71], and all other veillances — hence the formation of the Surveillance CENTRE.
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*Is it a joke if I say “GOOGlass brings Gooveillance to the Goolag”?